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Preface

“As we enjoy great Advantages from the Inventions of others, we
should be glad of an Opportunity to serve others by any Invention
of ours, and this we should do freely and generously.”

—Benjamin Franklin, quoted in Benjamin Franklin by Edmund S.
Morgan.

Why I wrote this book

This is the fourth edition of a book I started writing in 1999, when I was teaching
at Colby College. I had taught an introductory computer science class using the
Java programming language, but I had not found a textbook I was happy with.
For one thing, they were all too big! There was no way my students would read
800 pages of dense, technical material, even if I wanted them to. And I didn’t
want them to. Most of the material was too specific—details about Java and its
libraries that would be obsolete by the end of the semester, and that obscured
the material I really wanted to get to.

The other problem I found was that the introduction to object oriented pro-
gramming was too abrupt. Many students who were otherwise doing well just
hit a wall when we got to objects, whether we did it at the beginning, middle
or end.

So I started writing. I wrote a chapter a day for 13 days, and on the 14th day I
edited. Then I sent it to be photocopied and bound. When I handed it out on
the first day of class, I told the students that they would be expected to read
one chapter a week. In other words, they would read it seven times slower than
I wrote it.

The philosophy behind it

Here are some of the ideas that made the book the way it is:

• Vocabulary is important. Students need to be able to talk about programs
and understand what I am saying. I tried to introduce the minimum
number of terms, to define them carefully when they are first used, and
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to organize them in glossaries at the end of each chapter. In my class, I
include vocabulary questions on quizzes and exams, and require students
to use appropriate terms in short-answer responses.

• In order to write a program, students have to understand the algorithm,
know the programming language, and they have to be able to debug. I
think too many books neglect debugging. This book includes an appendix
on debugging and an appendix on program development (which can help
avoid debugging). I recommend that students read this material early and
come back to it often.

• Some concepts take time to sink in. Some of the more difficult ideas in
the book, like recursion, appear several times. By coming back to these
ideas, I am trying to give students a chance to review and reinforce or, if
they missed it the first time, a chance to catch up.

• I try to use the minimum amount of Java to get the maximum amount of
programming power. The purpose of this book is to teach programming
and some introductory ideas from computer science, not Java. I left out
some language features, like the switch statement, that are unnecessary,
and avoided most of the libraries, especially the ones like the AWT that
have been changing quickly or are likely to be replaced.

The minimalism of my approach has some advantages. Each chapter is about
ten pages, not including the exercises. In my classes I ask students to read each
chapter before we discuss it, and I have found that they are willing to do that
and their comprehension is good. Their preparation makes class time available
for discussion of the more abstract material, in-class exercises, and additional
topics that aren’t in the book.

But minimalism has some disadvantages. There is not much here that is intrin-
sically fun. Most of my examples demonstrate the most basic use of a language
feature, and many of the exercises involve string manipulation and mathemat-
ical ideas. I think some of them are fun, but many of the things that excite
students about computer science, like graphics, sound and network applications,
are given short shrift.

The problem is that many of the more exciting features involve lots of details
and not much concept. Pedagogically, that means a lot of effort for not much
payoff. So there is a tradeoff between the material that students enjoy and the
material that is most intellectually rich. I leave it to individual teachers to find
the balance that is best for their classes. To help, the book includes appendices
that cover graphics, keyboard input and file input.

Object-oriented programming

Some books introduce objects immediately; others warm up with a more pro-
cedural style and develop object-oriented style more gradually. This book is
probably the extreme of the “objects late” approach.
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Many of Java’s object-oriented features are motivated by problems with previous
languages, and their implementations are influenced by this history. Some of
these features are hard to explain if students aren’t familiar with the problems
they solve.

It wasn’t my intention to postpone object-oriented programming. On the con-
trary, I got to it as quickly as I could, limited by my intention to introduce
concepts one at a time, as clearly as possible, in a way that allows students to
practice each idea in isolation before adding the next. It just happens that it
takes 13 steps.

Data structures

In Fall 2000 I taught the second course in the introductory sequence, called
Data Structures, and wrote additional chapters covering lists, stacks, queues,
trees, and hashtables.

Each chapter presents the interface for a data structure, one or more algorithms
that use it, and at least one implementation. In most cases there is also an imple-
mentation in the java.utils package, so teachers can decide on a case-by-case
basis whether to discuss the implementation, and whether students will build
an implementation as an exercise. For the most part I present data structures
and interfaces that are consistent with the implementation in java.utils.

The Computer Science AP Exam

During Summer 2001 I worked with teachers at the Maine School of Science and
Mathematics on a version of the book that would help students prepare for the
Computer Science Advanced Placement Exam, which used C++ at the time.
The translation went quickly because, as it turned out, the material I covered
was almost identical to the AP Syllabus.

Naturally, when the College Board announced that the AP Exam would switch
to Java, I made plans to update the Java version of the book. Looking at the
proposed AP Syllabus, I saw that their subset of Java was all but identical to
the subset I had chosen.

During January 2003, I worked on the Fourth Edition of the book, making these
changes:

• I added a new chapter covering Huffman codes.

• I revised several sections that I had found problematic, including the tran-
sition to object-oriented programming and the discussion of heaps.

• I improved the appendices on debugging and program development.

• I added a few sections to improve coverage of the AP syllabus.
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• I collected the exercises, quizzes, and exam questions I had used in my
classes and put them at the end of the appropriate chapters. I also made
up some problems that are intended to help with AP Exam preparation.

Free books!

Since the beginning, this book and its descendents have been available under
the GNU Free Documentation License. Readers are free to download the book
in a variety of formats and print it or read it on screen. Teachers are free to
send the book to a short-run printer and make as many copies as they need.
And, maybe most importantly, anyone is free to customize the book for their
needs. You can download the LATEX source code, and then add, remove, edit,
or rearrange material, and make the book that is best for you or your class.

People have translated the book into other computer languages (including
Python and Eiffel), and other natural languages (including Spanish, French and
German). Many of these derivatives are also available under the GNU FDL.

This approach to publishing has a lot of advantages, but there is one drawback:
my books have never been through a formal editing and proofreading process
and, too often, it shows. Motivated by Open Source Software, I have adopted
the philosophy of releasing the book early and updating it often. I do my best
to minimize the number of errors, but I also depend on readers to help out.

The response has been great. I get messages almost every day from people
who have read the book and liked it enough to take the trouble to send in a
“bug report.” Often I can correct an error and post an updated version almost
immediately. I think of the book as a work in progress, improving a little
whenever I have time to make a revision, or when readers take the time to send
feedback.

Oh, the title

I get a lot of grief about the title of the book. Not everyone understands that
it is—mostly—a joke. Reading this book will probably not make you think like
a computer scientist. That takes time, experience, and probably a few more
classes.

But there is a kernel of truth in the title: this book is not about Java, and it is
only partly about programming. If it is successful, this book is about a way of
thinking. Computer scientists have an approach to problem-solving, and a way
of crafting solutions, that is unique, versatile and powerful. I hope that this
book gives you a sense of what that approach is, and that at some point you
will find yourself thinking like a computer scientist.

Allen Downey
Needham, Massachusetts
March 6, 2003
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Chapter 1

The way of the program

The goal of this book, and this class, is to teach you to think like a computer
scientist. I like the way computer scientists think because they combine some of
the best features of Mathematics, Engineering, and Natural Science. Like math-
ematicians, computer scientists use formal languages to denote ideas (specifi-
cally computations). Like engineers, they design things, assembling components
into systems and evaluating tradeoffs among alternatives. Like scientists, they
observe the behavior of complex systems, form hypotheses, and test predictions.

The single most important skill for a computer scientist is problem-solving.
By that I mean the ability to formulate problems, think creatively about solu-
tions, and express a solution clearly and accurately. As it turns out, the process
of learning to program is an excellent opportunity to practice problem-solving
skills. That’s why this chapter is called “The way of the program.”

On one level, you will be learning to program, which is a useful skill by itself.
On another level you will use programming as a means to an end. As we go
along, that end will become clearer.

1.1 What is a programming language?

The programming language you will be learning is Java, which is relatively new
(Sun released the first version in May, 1995). Java is an example of a high-level
language; other high-level languages you might have heard of are Pascal, C,
C++ and FORTRAN.

As you might infer from the name “high-level language,” there are also low-
level languages, sometimes referred to as machine language or assembly lan-
guage. Loosely-speaking, computers can only execute programs written in low-
level languages. Thus, programs written in a high-level language have to be
translated before they can run. This translation takes some time, which is a
small disadvantage of high-level languages.
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But the advantages are enormous. First, it is much easier to program in a high-
level language; by “easier” I mean that the program takes less time to write, it’s
shorter and easier to read, and it’s more likely to be correct. Secondly, high-
level languages are portable, meaning that they can run on different kinds of
computers with few or no modifications. Low-level programs can only run on
one kind of computer, and have to be rewritten to run on another.

Due to these advantages, almost all programs are written in high-level languages.
Low-level languages are only used for a few special applications.

There are two ways to translate a program; interpreting or compiling. An
interpreter is a program that reads a high-level program and does what it says.
In effect, it translates the program line-by-line, alternately reading lines and
carrying out commands.

interpreter

source

code

The interpreter

reads the

source code...

... and the result

appears on

the screen.

A compiler is a program that reads a high-level program and translates it all at
once, before executing any of the commands. Often you compile the program
as a separate step, and then execute the compiled code later. In this case, the
high-level program is called the source code, and the translated program is
called the object code or the executable.

As an example, suppose you write a program in C. You might use a text editor to
write the program (a text editor is a simple word processor). When the program
is finished, you might save it in a file named program.c, where “program” is an
arbitrary name you make up, and the suffix .c is a convention that indicates
that the file contains C source code.

Then, depending on what your programming environment is like, you might
leave the text editor and run the compiler. The compiler would read your
source code, translate it, and create a new file named program.o to contain the
object code, or program.exe to contain the executable.

object

code executor

The compiler

reads the

source code...

... and generates

object code.

You execute the

program (one way

or another)...

... and the result

appears on

the screen.

source

code compiler

The Java language is unusual because it is both compiled and interpreted. In-
stead of translating Java programs into machine language, the Java compiler
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generates Java byte code. Byte code is easy (and fast) to interpret, like ma-
chine language, but it is also portable, like a high-level language. Thus, it is
possible to compile a Java program on one machine, transfer the byte code to
another machine over a network, and then interpret the byte code on the other
machine. This ability is one of the advantages of Java over many other high-level
languages.

The compiler

reads the

source code...

... and the result

appears on

the screen.

source

code compiler code

byte

x.java x.class

... and generates

Java byte code. reads the byte

code...

interpreter

A Java interpreter

Although this process may seem complicated, in most programming environ-
ments (sometimes called development environments), these steps are automated
for you. Usually you will only have to write a program and press a button or
type a single command to compile and run it. On the other hand, it is useful
to know what the steps are that are happening in the background, so that if
something goes wrong you can figure out what it is.

1.2 What is a program?

A program is a sequence of instructions that specifies how to perform a com-
putation. The computation might be something mathematical, like solving a
system of equations or finding the roots of a polynomial, but it can also be
a symbolic computation, like searching and replacing text in a document or
(strangely enough) compiling a program.

The instructions, which we will call statements, look different in different
programming languages, but there are a few basic operations most languages
can perform:

input: Get data from the keyboard, or a file, or some other device.

output: Display data on the screen or send data to a file or other device.

math: Perform basic mathematical operations like addition and multiplication.

testing: Check for certain conditions and execute the appropriate sequence of
statements.

repetition: Perform some action repeatedly, usually with some variation.

That’s pretty much all there is to it. Every program you’ve ever used, no matter
how complicated, is made up of statements that perform these operations. Thus,
one way to describe programming is the process of breaking a large, complex task
up into smaller and smaller subtasks until eventually the subtasks are simple
enough to be performed with one of these basic operations.
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1.3 What is debugging?

Programming is a complex process, and since it is done by human beings, it often
leads to errors. For whimsical reasons, programming errors are called bugs and
the process of tracking them down and correcting them is called debugging.

There are a few different kinds of errors that can occur in a program, and it is
useful to distinguish between them in order to track them down more quickly.

1.3.1 Compile-time errors

The compiler can only translate a program if the program is syntactically cor-
rect; otherwise, the compilation fails and you will not be able to run your
program. Syntax refers to the structure of your program and the rules about
that structure.

For example, in English, a sentence must begin with a capital letter and end
with a period. this sentence contains a syntax error. So does this one

For most readers, a few syntax errors are not a significant problem, which is
why we can read the poetry of e e cummings without spewing error messages.

Compilers are not so forgiving. If there is a single syntax error anywhere in
your program, the compiler will print an error message and quit, and you will
not be able to run your program.

To make matters worse, there are more syntax rules in Java than there are in
English, and the error messages you get from the compiler are often not very
helpful. During the first few weeks of your programming career, you will prob-
ably spend a lot of time tracking down syntax errors. As you gain experience,
though, you will make fewer errors and find them faster.

1.3.2 Run-time errors

The second type of error is a run-time error, so-called because the error does
not appear until you run the program. In Java, run-time errors occur when the
interpreter is running the byte code and something goes wrong.

The good news for now is that Java tends to be a safe language, which means
that run-time errors are rare, especially for the simple sorts of programs we will
be writing for the next few weeks.

Later on in the semester, you will probably start to see more run-time errors,
especially when we start talking about objects and references (Chapter 8).

In Java, run-time errors are called exceptions, and in most environments they
appear as windows or dialog boxes that contain information about what hap-
pened and what the program was doing when it happened. This information is
useful for debugging.



1.4 Formal and natural languages 5

1.3.3 Logic errors and semantics

The third type of error is the logical or semantic error. If there is a logical
error in your program, it will compile and run successfully, in the sense that
the computer will not generate any error messages, but it will not do the right
thing. It will do something else. Specifically, it will do what you told it to do.

The problem is that the program you wrote is not the program you wanted to
write. The meaning of the program (its semantics) is wrong. Identifying logical
errors can be tricky, since it requires you to work backwards by looking at the
output of the program and trying to figure out what it is doing.

1.3.4 Experimental debugging

One of the most important skills you will acquire in this class is debugging.
Although it can be frustrating, debugging is one of the most intellectually rich,
challenging, and interesting parts of programming.

In some ways debugging is like detective work. You are confronted with clues
and you have to infer the processes and events that lead to the results you see.

Debugging is also like an experimental science. Once you have an idea what
is going wrong, you modify your program and try again. If your hypothesis
was correct, then you can predict the result of the modification, and you take
a step closer to a working program. If your hypothesis was wrong, you have to
come up with a new one. As Sherlock Holmes pointed out, “When you have
eliminated the impossible, whatever remains, however improbable, must be the
truth.” (from A. Conan Doyle’s The Sign of Four).

For some people, programming and debugging are the same thing. That is,
programming is the process of gradually debugging a program until it does what
you want. The idea is that you should always start with a working program
that does something, and make small modifications, debugging them as you go,
so that you always have a working program.

For example, Linux is an operating system that contains thousands of lines of
code, but it started out as a simple program Linus Torvalds used to explore
the Intel 80386 chip. According to Larry Greenfield, “One of Linus’s earlier
projects was a program that would switch between printing AAAA and BBBB.
This later evolved to Linux” (from The Linux Users’ Guide Beta Version 1).

In later chapters I will make more suggestions about debugging and other pro-
gramming practices.

1.4 Formal and natural languages

Natural languages are the languages that people speak, like English, Spanish,
and French. They were not designed by people (although people try to impose
some order on them); they evolved naturally.
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Formal languages are languages that are designed by people for specific appli-
cations. For example, the notation that mathematicians use is a formal language
that is particularly good at denoting relationships among numbers and symbols.
Chemists use a formal language to represent the chemical structure of molecules.
And most importantly:

Programming languages are formal languages that have
been designed to express computations.

As I mentioned before, formal languages tend to have strict rules about syntax.
For example, 3 + 3 = 6 is a syntactically correct mathematical statement, but
3 = +6$ is not. Also, H2O is a syntactically correct chemical name, but 2Zz is
not.

Syntax rules come in two flavors, pertaining to tokens and structure. Tokens
are the basic elements of the language, like words and numbers and chemical
elements. One of the problems with 3=+6$ is that $ is not a legal token in
mathematics (at least as far as I know). Similarly, 2Zz is not legal because
there is no element with the abbreviation Zz.

The second type of syntax rule pertains to the structure of a statement; that is,
the way the tokens are arranged. The statement 3=+6$ is structurally illegal,
because you can’t have a plus sign immediately after an equals sign. Similarly,
molecular formulas have to have subscripts after the element name, not before.

When you read a sentence in English or a statement in a formal language, you
have to figure out what the structure of the sentence is (although in a natural
language you do this unconsciously). This process is called parsing.

For example, when you hear the sentence, “The other shoe fell,” you understand
that “the other shoe” is the subject and “fell” is the verb. Once you have
parsed a sentence, you can figure out what it means, that is, the semantics of
the sentence. Assuming that you know what a shoe is, and what it means to
fall, you will understand the general implication of this sentence.

Although formal and natural languages have many features in common—tokens,
structure, syntax and semantics—there are many differences.

ambiguity: Natural languages are full of ambiguity, which people deal with
by using contextual clues and other information. Formal languages are
designed to be nearly or completely unambiguous, which means that any
statement has exactly one meaning, regardless of context.

redundancy: In order to make up for ambiguity and reduce misunderstand-
ings, natural languages employ lots of redundancy. As a result, they are
often verbose. Formal languages are less redundant and more concise.

literalness: Natural languages are full of idiom and metaphor. If I say, “The
other shoe fell,” there is probably no shoe and nothing falling. Formal
languages mean exactly what they say.
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People who grow up speaking a natural language (everyone) often have a hard
time adjusting to formal languages. In some ways the difference between formal
and natural language is like the difference between poetry and prose, but more
so:

Poetry: Words are used for their sounds as well as for their meaning, and the
whole poem together creates an effect or emotional response. Ambiguity
is not only common but often deliberate.

Prose: The literal meaning of words is more important and the structure con-
tributes more meaning. Prose is more amenable to analysis than poetry,
but still often ambiguous.

Programs: The meaning of a computer program is unambiguous and literal,
and can be understood entirely by analysis of the tokens and structure.

Here are some suggestions for reading programs (and other formal languages).
First, remember that formal languages are much more dense than natural lan-
guages, so it takes longer to read them. Also, the structure is very important, so
it is usually not a good idea to read from top to bottom, left to right. Instead,
learn to parse the program in your head, identifying the tokens and interpret-
ing the structure. Finally, remember that the details matter. Little things like
spelling errors and bad punctuation, which you can get away with in natural
languages, can make a big difference in a formal language.

1.5 The first program

Traditionally the first program people write in a new language is called “Hello,
World.” because all it does is display the words “Hello, World.” In Java, this
program looks like this:

class Hello {

// main: generate some simple output

public static void main (String[] args) {

System.out.println ("Hello, world.");

}

}

Some people judge the quality of a programming language by the simplicity
of the “Hello, World.” program. By this standard, Java does not do very
well. Even the simplest program contains a number of features that are hard
to explain to beginning programmers. We are going to ignore a lot of them for
now, but I will explain a few.

All programs are made up of class definitions, which have the form:
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class CLASSNAME {

public static void main (String[] args) {

STATEMENTS

}

}

Here CLASSNAME indicates an arbitrary name that you make up. The class name
in the example is Hello.

In the second line, you should ignore the words public static void for now,
but notice the word main. main is a special name that indicates the place in the
program where execution begins. When the program runs, it starts by executing
the first statement in main and it continues, in order, until it gets to the last
statement, and then it quits.

There is no limit to the number of statements that can be in main, but the
example contains only one. It is a print statement, meaning that it prints
a message on the screen. It is a bit confusing that “print” sometimes means
“display something on the screen,” and sometimes means “send something to
the printer.” In this book I won’t say much about sending things to the printer;
we’ll do all our printing on the screen.

The statement that prints things on the screen is System.out.println, and
the thing between the parentheses is the thing that will get printed. At the end
of the statement there is a semi-colon (;), which is required at the end of every
statement.

There are a few other things you should notice about the syntax of this pro-
gram. First, Java uses squiggly-braces ({ and }) to group things together. The
outermost squiggly-braces (lines 1 and 8) contain the class definition, and the
inner braces contain the definition of main.

Also, notice that line 3 begins with //. This indicates that this line contains a
comment, which is a bit of English text that you can put in the middle of a
program, usually to explain what the program does. When the compiler sees a
//, it ignores everything from there until the end of the line.

1.6 Glossary

problem-solving: The process of formulating a problem, finding a solution,
and expressing the solution.

high-level language: A programming language like Java that is designed to
be easy for humans to read and write.

low-level language: A programming language that is designed to be easy for
a computer to execute. Also called “machine language” or “assembly
language.”
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formal language: Any of the languages people have designed for specific pur-
poses, like representing mathematical ideas or computer programs. All
programming languages are formal languages.

natural language: Any of the languages people speak that have evolved nat-
urally.

portability: A property of a program that can run on more than one kind of
computer.

interpret: To execute a program in a high-level language by translating it one
line at a time.

compile: To translate a program in a high-level language into a low-level lan-
guage, all at once, in preparation for later execution.

source code: A program in a high-level language, before being compiled.

object code: The output of the compiler, after translating the program.

executable: Another name for object code that is ready to be executed.

byte code: A special kind of object code used for Java programs. Byte code is
similar to a low-level language, but it is portable, like a high-level language.

statement: A part of a program that specifies an action that will be performed
when the program runs. A print statement causes output to be displayed
on the screen.

comment: A part of a program that contains information about the program,
but that has no effect when the program runs.

algorithm: A general process for solving a category of problems.

bug: An error in a program.

syntax: The structure of a program.

semantics: The meaning of a program.

parse: To examine a program and analyze the syntactic structure.

syntax error: An error in a program that makes it impossible to parse (and
therefore impossible to compile).

exception: An error in a program that makes it fail at run-time. Also called
a run-time error.

logical error: An error in a program that makes it do something other than
what the programmer intended.

debugging: The process of finding and removing any of the three kinds of
errors.
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1.7 Exercises

Exercise 1.1

Computer scientists have the annoying habit of using common English words to mean
something different from their common English meaning. For example, in English, a
statement and a comment are pretty much the same thing, but when we are talking
about a program, they are very different.

The glossary at the end of each chapter is intended to highlight words and phrases
that have special meanings in computer science. When you see familiar words, don’t
assume that you know what they mean!

a. In computer jargon, what’s the difference between a statement and a comment?

b. What does it mean to say that a program is portable?

c. What is an executable?

Exercise 1.2

Before you do anything else, find out how to compile and run a Java program in your
environment. Some environments provide sample programs similar to the example in
Section 1.5.

a. Type in the “Hello, world” program, then compile and run it.

b. Add a second print statement that prints a second message after the “Hello,
world!”. Something witty like, “How are you?” Compile and run the program
again.

c. Add a comment line to the program (anywhere) and recompile it. Run the pro-
gram again. The new comment should not affect the execution of the program.

This exercise may seem trivial, but it is the starting place for many of the programs
we will work with. In order to debug with confidence, you have to have confidence
in your programming environment. In some environments, it is easy to lose track of
which program is executing, and you might find yourself trying to debug one program
while you are accidentally executing another. Adding (and changing) print statements
is a simple way to establish the connection between the program you are looking at
and the output when the program runs.

Exercise 1.3

It is a good idea to commit as many errors as you can think of, so that you see what
error messages the compiler produces. Sometimes the compiler will tell you exactly
what is wrong, and all you have to do is fix it. Sometimes, though, the compiler will
produce wildly misleading messages. You will develop a sense for when you can trust
the compiler and when you have to figure things out yourself.

a. Remove one of the open squiggly-braces.

b. Remove one of the close squiggly-braces.

c. Instead of main, write mian.


