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Life Safety

It is important to understand that the objectives of
physical access controls may be in conflict with
those of life safety.  Simply stated, life safety
focuses on providing easy exit from a facility,
particularly in an emergency, while physical
security strives to control entry.  In general, life
safety must be given first consideration, but it is
usually possible to achieve an effective balance
between the two goals.  

For example, it is often possible to equip
emergency exit doors with a time delay.  When
one pushes on the panic bar, a loud alarm sounds,
and the door is released after a brief delay.  The
expectation is that people will be deterred from
using such exits improperly, but will not be
significantly endangered during an emergency
evacuation.

There are many types of physical access controls,
including badges, memory cards, guards, keys,
true-floor-to-true-ceiling wall construction, fences,
and locks.

15.1 Physical Access Controls

Physical access controls restrict the entry and
exit of personnel (and often equipment and
media) from an area, such as an office
building, suite, data center, or room
containing a LAN server.  

The controls over physical access to the
elements of a system can include controlled
areas, barriers that isolate each area, entry
points in the barriers, and screening measures
at each of the entry points.  In addition, staff
members who work in a restricted area serve
an important role in providing physical
security, as they can be trained to challenge
people they do not recognize.

Physical access controls should address not
only the area containing system hardware, but
also locations of wiring used to connect
elements of the system, the electric power
service, the air conditioning and heating plant,
telephone and data lines, backup media and source documents, and any other elements required
system's operation.  This means that all the areas in the building(s) that contain system elements
must be identified.  

It is also important to review the effectiveness
of physical access controls in each area, both
during normal business hours, and at other
times  particularly when an area may be
unoccupied.  Effectiveness depends on both
the characteristics of the control devices used
(e.g., keycard-controlled doors) and the
implementation and operation.  Statements to the effect that "only authorized persons may enter
this area" are not particularly effective.  Organizations should determine whether intruders can
easily defeat the controls, the extent to which strangers are challenged, and the effectiveness of
other control procedures.  Factors like these modify the effectiveness of physical controls.

The feasibility of surreptitious entry also needs to be considered.  For example, it may be possible
to go over the top of a partition that stops at the underside of a suspended ceiling or to cut a hole
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Types of Building Construction

There are four basic kinds of building construction:
(a) light frame, (b) heavy timber, (c)
incombustible, and (d) fire resistant.  Note that the
term fireproof is not used because no structure can
resist a fire indefinitely.  Most houses are light
frame, and cannot survive more than about thirty
minutes in a fire.  Heavy timber means that the
basic structural elements have a minimum
thickness of four inches.  When such structures
burn, the char that forms tends to insulate the
interior of the timber and the structure may survive
for an hour or more depending on the details. 
Incombustible means that the structure members
will not burn.  This almost always means that the
members are steel.  Note, however, that steel loses
it strength at high temperatures, at which point the
structure collapses.  Fire resistant means that the
structural members are incombustible and are
insulated.  Typically, the insulation is either
concrete that encases steel members, or is a
mineral wool that is sprayed onto the members.  Of
course, the heavier the insulation, the longer the
structure will resist a fire.

Note that a building constructed of reinforced
concrete can still be destroyed in a fire if there is
sufficient fuel present and fire fighting is
ineffective.  The prolonged heat of a fire can cause
differential expansion of the concrete which causes
spalling.  Portions of the concrete split off,
exposing the reinforcing, and the interior of the
concrete is subject to additional spalling. 
Furthermore, as heated floor slabs expand outward,
they deform supporting columns.  Thus, a
reinforced concrete parking garage with open
exterior walls and a relatively low fire load has a
low fire risk, but a similar archival record storage
facility with closed exterior walls and a high fire
load has a higher risk even though the basic
building material is incombustible.

in a plasterboard partition in a location hidden by furniture.  If a door is controlled by a
combination lock, it may be possible to observe an authorized person entering the lock
combination.  If keycards are not carefully controlled, an intruder may be able to steal a card left
on a desk or use a card passed back by an accomplice.

Corrective actions can address any of the factors
listed above.  Adding an additional barrier reduces the
risk to the areas behind the barrier.  Enhancing the
screening at an entry point can reduce the number of
penetrations.  For example, a guard may provide a
higher level of screening than a keycard-controlled
door, or an anti-passback feature can be added. 
Reorganizing traffic patterns, work flow, and work
areas may reduce the number of people who need
access to a restricted area.  Physical modifications to
barriers can reduce the vulnerability to surreptitious
entry.  Intrusion detectors, such as closed-circuit
television cameras, motion detectors, and other
devices, can detect intruders in unoccupied spaces. 

15.2 Fire Safety Factors 

Building fires are a particularly important security
threat because of the potential for complete
destruction of both hardware and data, the risk to
human life, and the pervasiveness of the damage. 
Smoke, corrosive gases, and high humidity from a
localized fire can damage systems throughout an
entire building.  Consequently, it is important to
evaluate the fire safety of buildings that house
systems.  Following are important factors in
determining the risks from fire.  

Ignition Sources.   Fires begin because something
supplies enough heat to cause other materials to burn. 
Typical ignition sources are failures of electric devices
and wiring, carelessly discarded cigarettes, improper
storage of materials subject to spontaneous
combustion, improper operation of heating devices,
and, of course, arson.
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      As discussed in this section, many variables affect fire safety and should be taken into account in selecting a104

fire extinguishment system.  While automatic sprinklers can be very effective, selection of a fire extinguishment
system for a particular building should take into account the particular fire risk factors.  Other factors may include
rate changes from either a fire insurance carrier or a business interruption insurance carrier.  Professional advice is
required.  

      Occurrences of accidental discharge are extremely rare, and, in a fire, only the sprinkler heads in the105

immediate area of the fire open and discharge water.
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Halons have been identified as harmful to the
Earth's protective ozone layer.  So, under an
international agreement (known as the Montreal
Protocol), production of halons ended January 1,
1994.  In September 1992, the General Services
Administration issued a moratorium on halon use
by federal agencies.

Fuel Sources.   If a fire is to grow, it must have a supply of fuel, material that will burn to support
its growth, and an adequate supply of oxygen.  Once a fire becomes established, it depends on the
combustible materials in the building (referred to as the fire load) to support its further growth. 
The more fuel per square meter, the more intense the fire will be.  

Building Operation.   If a building is well maintained and operated so as to minimize the
accumulation of fuel (such as maintaining the integrity of fire barriers), the fire risk will be
minimized.

Building Occupancy.   Some occupancies are inherently more dangerous than others because of
an above-average number of potential ignition sources.  For example, a chemical warehouse may
contain an above-average fuel load.

Fire Detection.   The more quickly a fire is detected, all other things being equal, the more easily
it can be extinguished, minimizing damage.  It is also important to accurately pinpoint the location
of the fire.

Fire Extinguishment.   A fire will burn until it consumes all of the fuel in the building or until it is
extinguished.  Fire extinguishment may be automatic, as with an automatic sprinkler system or a
HALON discharge system, or it may be performed by people using portable extinguishers, cooling
the fire site with a stream of water, by limiting the supply of oxygen with a blanket of foam or
powder, or by breaking the combustion chemical reaction chain.

When properly installed, maintained, and
provided with an adequate supply of water,
automatic sprinkler systems are highly
effective in protecting buildings and their
contents.   Nonetheless, one often hears104

uninformed persons speak of the water
damage done by sprinkler systems as a
disadvantage.  Fires that trigger sprinkler
systems cause the water damage.   In short,105

sprinkler systems reduce fire damage, protect
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the lives of building occupants, and limit the fire damage to the building itself.  All these factors
contribute to more rapid recovery of systems following a fire.

Each of these factors is important when estimating the occurrence rate of fires and the amount of
damage that will result.  The objective of a fire-safety program is to optimize these factors to
minimize the risk of fire.

15.3 Failure of Supporting Utilities

Systems and the people who operate them need to have a reasonably well-controlled operating
environment.  Consequently, failures of heating and air-conditioning systems will usually cause a
service interruption and may damage hardware.  These utilities are composed of many elements,
each of which must function properly.  

For example, the typical air-conditioning system consists of (1) air handlers that cool and humidify
room air, (2) circulating pumps that send chilled water to the air handlers, (3) chillers that extract
heat from the water, and (4) cooling towers that discharge the heat to the outside air.  Each of
these elements has a mean-time-between-failures (MTBF) and a mean-time-to-repair (MTTR). 
Using the MTBF and MTTR values for each of the elements of a system, one can estimate the
occurrence rate of system failures and the range of resulting service interruptions.

This same line of reasoning applies to electric power distribution, heating plants, water, sewage,
and other utilities required for system operation or staff comfort.  By identifying the failure modes
of each utility and estimating the MTBF and MTTR, necessary failure threat parameters can be
developed to calculate the resulting risk.  The risk of utility failure can be reduced by substituting
units with lower MTBF values.  MTTR can be reduced by stocking spare parts on site and
training maintenance personnel.  And the outages resulting from a given MTBF can be reduced by
installing redundant units under the assumption that failures are distributed randomly in time. 
Each of these strategies can be evaluated by comparing the reduction in risk with the cost to
achieve it.

15.4 Structural Collapse

A building may be subjected to a load greater than it can support.  Most commonly this is a result
of an earthquake, a snow load on the roof beyond design criteria, an explosion that displaces or
cuts structural members, or a fire that weakens structural members.  Even if the structure is not
completely demolished, the authorities may decide to ban its further use, sometimes even banning
entry to remove materials.  This threat applies primarily to high-rise buildings and those with large
interior spaces without supporting columns.
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      An insider may be able to easily collect data by configuring their ethernet network interface to receive all106

network traffic, rather than just network traffic intended for this node.  This is called the promiscuous mode.
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15.5 Plumbing Leaks

While plumbing leaks do not occur every day, they can be seriously disruptive.  The building's
plumbing drawings can help locate plumbing lines that might endanger system hardware.  These
lines include hot and cold water, chilled water supply and return lines, steam lines, automatic
sprinkler lines, fire hose standpipes, and drains.  If a building includes a laboratory or
manufacturing spaces, there may be other lines that conduct water, corrosive or toxic chemicals,
or gases.

As a rule, analysis often shows that the cost to relocate threatening lines is difficult to justify. 
However, the location of shutoff valves and procedures that should be followed in the event of a
failure must be specified.  Operating and security personnel should have this information
immediately available for use in an emergency.  In some cases, it may be possible to relocate
system hardware, particularly distributed LAN hardware.

15.6 Interception of Data

Depending on the type of data a system processes, there may be a significant risk if the data is
intercepted.  There are three routes of data interception: direct observation, interception of data
transmission, and electromagnetic interception.

Direct Observation.  System terminal and workstation display screens may be observed by
unauthorized persons.  In most cases, it is relatively easy to relocate the display to eliminate the
exposure.

Interception of Data Transmissions.   If an interceptor can gain access to data transmission lines,
it may be feasible to tap into the lines and read the data being transmitted.  Network monitoring
tools can be used to capture data packets.  Of course, the interceptor cannot control what is
transmitted, and so may not be able to immediately observe data of interest.  However, over a
period of time there may be a serious level of disclosure.  Local area networks typically broadcast
messages.   Consequently, all traffic, including passwords, could be retrieved.  Interceptors106

could also transmit spurious data on tapped lines, either for purposes of disruption or for fraud.

Electromagnetic Interception.  Systems routinely radiate electromagnetic energy that can be
detected with special-purpose radio receivers.  Successful interception will depend on the signal
strength at the receiver location; the greater the separation between the system and the receiver,
the lower the success rate.  TEMPEST shielding, of either equipment or rooms, can be used to
minimize the spread of electromagnetic signals.  The signal-to-noise ratio at the receiver,
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Encryption of data files on stored media may also
be a cost-effective precaution against disclosure of
confidential information if a laptop computer is
lost or stolen.

determined in part by the number of competing emitters will also affect the success rate.  The
more workstations of the same type in the same location performing "random" activity, the more
difficult it is to intercept a given workstation's radiation.  On the other hand, the trend toward
wireless (i.e., deliberate radiation) LAN connections may increase the likelihood of successful
interception.

15.7 Mobile and Portable Systems

The analysis and management of risk usually has to be modified if a system is installed in a vehicle
or is portable, such as a laptop computer.  The system in a vehicle will share the risks of the
vehicle, including accidents and theft, as well as regional and local risks.  

Portable and mobile systems share an
increased risk of theft and physical damage. 
In addition, portable systems can be
"misplaced" or left unattended by careless
users.  Secure storage of laptop computers is
often required when they are not in use.

If a mobile or portable system uses particularly valuable or important data, it may be appropriate
to either store its data on a medium that can be removed from the system when it is unattended or
to encrypt the data.  In any case, the issue of how custody of mobile and portable computers are
to be controlled should be addressed.  Depending on the sensitivity of the system and its
application, it may be appropriate to require briefings of users and signed briefing
acknowledgments.  (See Chapter 10 for an example.)

15.8 Approach to Implementation

Like other security measures, physical and environmental security controls are selected because
they are cost-beneficial.  This does not mean that a user must conduct a detailed cost-benefit
analysis for the selection of every control.  There are four general ways to justify the selection of
controls: 

1.  They are required by law or regulation.   Fire exit doors with panic bars and exit lights
are examples of security measures required by law or regulation.  Presumably, the regulatory
authority has considered the costs and benefits and has determined that it is in the public
interest to require the security measure.  A lawfully conducted organization has no option but
to implement all required security measures.

2.  The cost is insignificant, but the benefit is material.   A good example of this is a facility
with a key-locked low-traffic door to a restricted access.  The cost of keeping the door
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locked is minimal, but there is a significant benefit.  Once a significant benefit/minimal cost
security measure has been identified, no further analysis is required to justify its
implementation.

3.  The security measure addresses a potentially "fatal" security exposure but has a
reasonable cost.  Backing up system software and data is an example of this justification . 
For most systems, the cost of making regular backup copies is modest (compared to the
costs of operating the system), the organization would not be able to function if the stored
data were lost, and the cost impact of the failure would be material.  In such cases, it would
not be necessary to develop any further cost justification for the backup of software and data. 
However, this justification depends on what constitutes a modest cost, and it does not
identify the optimum backup schedule.  Broadly speaking, a cost that does not require
budgeting of additional funds would qualify.

4.  The security measure is estimated to be cost-beneficial.  If the cost of a potential security
measure is significant, and it cannot be justified by any of the first three reasons listed above,
then its cost (both implementation and ongoing operation) and its benefit (reduction in future
expected losses) need to be analyzed to determine if it is cost-beneficial.  In this context,
cost-beneficial means that the reduction in expected loss is significantly greater than the cost
of implementing the security measure.  

Arriving at the fourth justification requires a detailed analysis.  Simple rules of thumb do not
apply.  Consider, for example, the threat of electric power failure and the security measures that
can protect against such an event.  The threat parameters, rate of occurrence, and range of outage
durations depend on the location of the system, the details of its connection to the local electric
power utility, the details of the internal power distribution system, and the character of other
activities in the building that use electric power.  The system's potential losses from service
interruption depends on the details of the functions it performs.  Two systems that are otherwise
identical can support functions that have quite different degrees of urgency.  Thus, two systems
may have the same electric power failure threat and vulnerability parameters, yet entirely different
loss potential parameters.  

Furthermore, a number of different security measures are available to address electric power
failures.  These measures differ in both cost and performance.  For example, the cost of an
uninterruptible power supply (UPS) depends on the size of the electric load it can support, the
number of minutes it can support the load, and the speed with which it assumes the load when the
primary power source fails.  An on-site power generator could also be installed either in place of a
UPS (accepting the fact that a power failure will cause a brief service interruption) or in order to
provide long-term backup to a UPS system.  Design decisions include the magnitude of the load
the generator will support, the size of the on-site fuel supply, and the details of the facilities to
switch the load from the primary source or the UPS to the on-site generator.
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This example shows systems with a wide range of risks and a wide range of available security
measures (including, of course, no action), each with its own cost factors and performance
parameters.  

15.9 Interdependencies

Physical and environmental security measures rely on and support the proper functioning of many
of the other areas discussed in this handbook.  Among the most important are the following:

Logical Access Controls.  Physical security controls augment technical means for controlling
access to information and processing.  Even if the most advanced and best-implemented logical
access controls are in place, if physical security measures are inadequate, logical access controls
may be circumvented by directly accessing the hardware and storage media.  For example, a
computer system may be rebooted using different software.  

Contingency Planning.  A large portion of the contingency planning process involves the failure
of physical and environmental controls.  Having sound controls, therefore, can help minimize
losses from such contingencies. 

Identification and Authentication (I&A).  Many physical access control systems require that
people be identified and authenticated.  Automated physical security access controls can use the
same types of I&A as other computer systems.  In addition, it is possible to use the same tokens
(e.g., badges) as those used for other computer-based I&A.

Other.  Physical and environmental controls are also closely linked to the activities of the local
guard force, fire house, life safety office, and medical office.  These organizations should be
consulted for their expertise in planning controls for the systems environment. 

15.10 Cost Considerations

Costs associated with physical security measures range greatly.  Useful generalizations about
costs, therefore, are difficult make.  Some measures, such as keeping a door locked, may be a
trivial expense.  Other features, such as fire-detection and -suppression systems, can be far more
costly.  Cost considerations should include operation.  For example, adding controlled-entry
doors requires persons using the door to stop and unlock it.  Locks also require physical key
management and accounting (and rekeying when keys are lost or stolen).  Often these effects will
be inconsequential, but they should be fully considered.  As with other security measures, the
objective is to select those that are cost-beneficial.
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      Not all types of access control require identification and authentication.107

      Computers also use authentication to verify that a message or file has not been altered and to verify that a108

message originated with a certain person.  This chapter only addresses user authentication.  The other forms of
authentication are addressed in the Chapter 19.
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A typical user identification could be JSMITH (for
Jane Smith).  This information can be known by
system administrators and other system users.  A
typical user authentication could be Jane Smith's
password, which is kept secret.  This way system
administrators can set up Jane's access and see her
activity on the audit trail, and system users can
send her e-mail, but no one can pretend to be Jane.

Chapter 16

IDENTIFICATION AND AUTHENTICATION

For most systems, identification and authentication (I&A) is the first line of defense.  I&A is a
technical measure that prevents unauthorized people (or unauthorized processes) from entering a
computer system.  

I&A is a critical building block of computer security since it is the basis for most types of access
control and for establishing user accountability.   Access control often requires that the system107

be able to identify and differentiate among users.  For example, access control is often based on
least privilege, which refers to the granting to users of only those accesses required to perform
their duties.  User accountability requires the linking of activities on a computer system to specific
individuals and, therefore, requires the system to identify users. 

Identification is the means by which a user
provides a claimed identity to the system. 
Authentication  is the means of establishing108

the validity of this claim.  

This chapter discusses the basic means of
identification and authentication, the current
technology used to provide I&A, and some
important implementation issues.

Computer systems recognize people based on the authentication data the systems receive. 
Authentication presents several challenges: collecting authentication data, transmitting the data
securely, and knowing whether the person who was originally authenticated is still the person
using the computer system.  For example, a user may walk away from a terminal while still logged
on, and another person may start using it.  

There are three means of authenticating a user's identity which can be used alone or in
combination:

something the individual knows (a secret  e.g., a password, Personal Identification
Number (PIN), or cryptographic key);
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For most applications, trade-offs will have to be
made among security, ease of use, and ease of
administration, especially in modern networked
environments. 

something the individual possesses (a token  e.g., an ATM card or a smart card);
and

something the individual is (a biometric  e.g., such characteristics as a voice
pattern, handwriting dynamics, or a fingerprint).

While it may appear that any of these means
could provide strong authentication, there are
problems associated with each.  If people
wanted to pretend to be someone else on a
computer system, they can guess or learn that
individual's password; they can also steal or
fabricate tokens.  Each method also has
drawbacks for legitimate users and system administrators: users forget passwords and may lose
tokens, and administrative overhead for keeping track of I&A data and tokens can be substantial. 
Biometric systems have significant technical, user acceptance, and cost problems as well.  

This section explains current I&A technologies and their benefits and drawbacks as they relate to
the three means of authentication.  Although some of the technologies make use of cryptography
because it can significantly strengthen authentication, the explanations of cryptography appear in
Chapter 19, rather than in this chapter.

16.1 I&A Based on Something the User Knows

The most common form of I&A is a user ID coupled with a password.  This technique is based
solely on something the user knows.  There are other techniques besides conventional passwords
that are based on knowledge, such as knowledge of a cryptographic key.  

16.1.1 Passwords

In general, password systems work by requiring the user to enter a user ID and password (or
passphrase or personal identification number).  The system compares the password to a previously
stored password for that user ID.  If there is a match, the user is authenticated and granted access. 

Benefits of Passwords.  Passwords have been successfully providing security for computer
systems for a long time.  They are integrated into many operating systems, and users and system
administrators are familiar with them.  When properly managed in a controlled environment, they
can provide effective security.  

Problems With Passwords. The security of a password system is dependent upon keeping
passwords secret.  Unfortunately, there are many ways that the secret may be divulged.  All of the



16.  Identification and Authentication

183

Improving Password Security

Password generators.  If users are not allowed to
generate their own passwords, they cannot pick
easy-to-guess passwords.  Some generators create
only pronounceable nonwords to help users
remember them.  However, users tend to write
down hard-to-remember passwords.  

Limits on log-in attempts.  Many operating
systems can be configured to lock a user ID after a
set number of failed log-in attempts.  This helps to
prevent guessing of passwords.

Password attributes.  Users can be instructed, or
the system can force them, to select passwords (1)
with a certain minimum length, (2) with special
characters, (3) that are unrelated to their user ID,
or (4) to pick passwords which are not in an on-
line dictionary.  This makes passwords more
difficult to guess (but more likely to be written
down).  

Changing passwords.  Periodic changing of
passwords can reduce the damage done by stolen
passwords and can make brute-force attempts to
break into systems more difficult.  Too frequent
changes, however, can be irritating to users. 

Technical protection of the password file. 
Access control and one-way encryption can be
used to protect the password file itself.

Note:  Many of these techniques are discussed in FIPS 112,
Password Usage and FIPS 181, Automated Password Generator.

problems discussed below can be significantly mitigated by improving password security, as
discussed in the sidebar.  However, there is no fix for the problem of electronic monitoring,
except to use more advanced authentication (e.g., based on cryptographic techniques or tokens).  

1.  Guessing or finding passwords.  If
users select their own passwords, they
tend to make them easy to remember. 
That often makes them easy to guess. 
The names of people's children, pets, or
favorite sports teams are common
examples.  On the other hand, assigned
passwords may be difficult to remember,
so users are more likely to write them
down.  Many computer systems are
shipped with administrative accounts that
have preset passwords.  Because these
passwords are standard, they are easily
"guessed."  Although security
practitioners have been warning about
this problem for years, many system
administrators still do not change default
passwords.  Another method of learning
passwords is to observe someone
entering a password or PIN.  The
observation can be done by someone in
the same room or by someone some
distance away using binoculars.  This is
often referred to as shoulder surfing.

2.  Giving passwords away.  Users may
share their passwords.  They may give
their password to a co-worker in order to
share files.  In addition, people can be
tricked into divulging their passwords. 
This process is referred to as social
engineering.

3.  Electronic monitoring.  When passwords are transmitted to a computer system, they can
be electronically monitored.  This can happen on the network used to transmit the password
or on the computer system itself.  Simple encryption of a password that will be used again
does not solve this problem because encrypting the same password will create the same
ciphertext; the ciphertext becomes the password.
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      One-way encryption algorithms only provide for the encryption of data.  The resulting ciphertext cannot be109

decrypted.  When passwords are entered into the system, they are one-way encrypted, and the result is compared
with the stored ciphertext.  (See the Chapter 19.)

      For the purpose of understanding how possession-based I&A works, it is not necessary to distinguish110

whether possession of a token in various systems is identification or authentication.
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4.  Accessing the password file.  If the password file is not protected by strong access
controls, the file can be downloaded.  Password files are often protected with one-way
encryption  so that plain-text passwords are not available to system administrators or109

hackers (if they successfully bypass access controls).  Even if the file is encrypted, brute force
can be used to learn passwords if the file is downloaded (e.g., by encrypting English words
and comparing them to the file).  

Passwords Used as Access Control.  Some mainframe operating systems and many PC
applications use passwords as a means of restricting access to specific resources within a system. 
Instead of using mechanisms such as access control lists (see Chapter 17), access is granted by
entering a password.  The result is a proliferation of passwords that can reduce the overall
security of a system.  While the use of passwords as a means of access control is common, it is an
approach that is often less than optimal and not cost-effective.  

16.1.2 Cryptographic Keys 

Although the authentication derived from the knowledge of a cryptographic key may be based
entirely on something the user knows, it is necessary for the user to also possess (or have access
to) something that can perform the cryptographic computations, such as a PC or a smart card. 
For this reason, the protocols used are discussed in the Smart Tokens section of this chapter. 
However, it is possible to implement these types of protocols without using a smart token. 
Additional discussion is also provided under the Single Log-in section.

16.2 I&A Based on Something the User Possesses

Although some techniques are based solely on something the user possesses, most of the
techniques described in this section are combined with something the user knows.  This
combination can provide significantly stronger security than either something the user knows or
possesses alone.110

Objects that a user possesses for the purpose of I&A are called tokens.  This section divides
tokens into two categories: memory tokens and smart tokens.
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16.2.1 Memory Tokens

Memory tokens store, but do not process, information.  Special reader/writer devices control the
writing and reading of data to and from the tokens.  The most common type of memory token is a
magnetic striped card, in which a thin stripe of magnetic material is affixed to the surface of a card
(e.g., as on the back of credit cards).  A common application of memory tokens for authentication
to computer systems is the automatic teller machine (ATM) card.  This uses a combination of
something the user possesses (the card) with something the user knows (the PIN).  

Some computer systems authentication technologies are based solely on possession of a token,
but they are less common.  Token-only systems are more likely to be used in other applications,
such as for physical access.  (See Chapter 15.)

Benefits of Memory Token Systems.  Memory tokens when used with PINs provide significantly
more security than passwords.  In addition, memory cards are inexpensive to produce.  For a
hacker or other would-be masquerader to pretend to be someone else, the hacker must have both
a valid token and the corresponding PIN.  This is much more difficult than obtaining a valid
password and user ID combination (especially since most user IDs are common knowledge).  

Another benefit of tokens is that they can be used in support of log generation without the need
for the employee to key in a user ID for each transaction or other logged event since the token
can be scanned repeatedly.  If the token is required for physical entry and exit, then people will be
forced to remove the token when they leave the computer.  This can help maintain authentication.  

Problems With Memory Token Systems.  Although sophisticated technical attacks are possible
against memory token systems, most of the problems associated with them relate to their cost,
administration, token loss, user dissatisfaction, and the compromise of PINs.  Most of the
techniques for increasing the security of memory token systems relate to the protection of PINs. 
Many of the techniques discussed in the sidebar on Improving Password Security apply to PINs. 

1.  Requires special reader.  The need for a special reader increases the cost of using
memory tokens.  The readers used for memory tokens must include both the physical unit
that reads the card and a processor that determines whether the card and/or the PIN entered
with the card is valid.  If the PIN or token is validated by a processor that is not physically
located with the reader, then the authentication data is vulnerable to electronic monitoring
(although cryptography can be used to solve this problem).
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Attacks on memory-card systems have sometimes
been quite creative.  One group stole an ATM
machine that they installed at a local shopping
mall.  The machine collected valid account
numbers and corresponding PINs, which the
thieves used to forge cards.  The forged cards were
then used to withdraw money from legitimate
ATMs.

2.  Token loss.  A lost token may prevent
the user from being able to log in until a
replacement is provided.  This can
increase administrative overhead costs.

The lost token could be found by
someone who wants to break into the
system, or could be stolen or forged.  If
the token is also used with a PIN, any of
the methods described above in password
problems can be used to obtain the PIN.  Common methods are finding the PIN taped to the
card or observing the PIN being entered by the legitimate user.  In addition, any information
stored on the magnetic stripe that has not been encrypted can be read.

3.  User Dissatisfaction.  In general, users want computers to be easy to use.  Many users
find it inconvenient to carry and present a token.  However, their dissatisfaction may be
reduced if they see the need for increased security.

16.2.2 Smart Tokens

A smart token expands the functionality of a memory token by incorporating one or more
integrated circuits into the token itself.  When used for authentication, a smart token is another
example of authentication based on something a user possesses (i.e., the token itself).  A smart
token typically requires a user also to provide something the user knows (i.e., a PIN or password)
in order to "unlock" the smart token for use.  

There are many different types of smart tokens.  In general, smart tokens can be divided three
different ways based on physical characteristics, interface, and protocols used.  These three
divisions are not mutually exclusive.

Physical Characteristics.  Smart tokens can be divided into two groups: smart cards and other
types of tokens.  A smart card looks like a credit card, but incorporates an embedded
microprocessor.  Smart cards are defined by an International Standards Organization (ISO)
standard.  Smart tokens that are not smart cards can look like calculators, keys, or other small
portable objects.  

Interface.  Smart tokens have either a manual or an electronic interface.  Manual or human
interface tokens have displays and/or keypads to allow humans to communicate with the card. 
Smart tokens with electronic interfaces must be read by special reader/writers.  Smart cards,
described above, have an electronic interface.  Smart tokens that look like calculators usually have
a manual interface.
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Protocol.  There are many possible protocols a smart token can use for authentication.  In
general, they can be divided into three categories: static password exchange, dynamic password
generators, and challenge-response.  

Static tokens work similarly to memory tokens, except that the users authenticate themselves
to the token and then the token authenticates the user to the computer.

A token that uses a dynamic password generator protocol creates a unique value, for
example, an eight-digit number, that changes periodically (e.g., every minute).  If the token
has a manual interface, the user simply reads the current value and then types it into the
computer system for authentication.  If the token has an electronic interface, the transfer is
done automatically.  If the correct value is provided, the log-in is permitted, and the user is
granted access to the system.

Tokens that use a challenge-response protocol work by having the computer generate a
challenge, such as a random string of numbers.  The smart token then generates a response
based on the challenge.  This is sent back to the computer, which authenticates the user based
on the response.  The challenge-response protocol is based on cryptography.  Challenge-
response tokens can use either electronic or manual interfaces.  

There are other types of protocols, some more sophisticated and some less so.  The three types
described above are the most common.

Benefits of Smart Tokens

Smart tokens offer great flexibility and can be used to solve many authentication problems.  The
benefits of smart tokens vary, depending on the type used.  In general, they provide greater
security than memory cards.  Smart tokens can solve the problem of electronic monitoring even if
the authentication is done across an open network by using one-time passwords. 

1.  One-time passwords.  Smart tokens that use either dynamic password generation or
challenge-response protocols can create one-time passwords.  Electronic monitoring is not a
problem with one-time passwords because each time the user is authenticated to the
computer, a different "password" is used.  (A hacker could learn the one-time password
through electronic monitoring, but would be of no value.)

2.  Reduced risk of forgery.  Generally, the memory on a smart token is not readable unless
the PIN is entered.  In addition, the tokens are more complex and, therefore, more difficult to
forge.

3.  Multi-application.  Smart tokens with electronic interfaces, such as smart cards, provide a
way for users to access many computers using many networks with only one log-in.  This is
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Electronic reader/writers can take many forms,
such as a slot in a PC or a separate external device. 
Most human interfaces consist of a keypad and
display.

further discussed in the Single Log-in section of this chapter.  In addition, a single smart card
can be used for multiple functions, such as physical access or as a debit card.

Problems with Smart Tokens

Like memory tokens, most of the problems associated with smart tokens relate to their cost, the
administration of the system, and user dissatisfaction.  Smart tokens are generally less vulnerable
to the compromise of PINs because authentication usually takes place on the card.  (It is possible,
of course, for someone to watch a PIN being entered and steal that card.)  Smart tokens cost
more than memory cards because they are more complex, particularly challenge-response
calculators.

1.  Need reader/writers or human
intervention.  Smart tokens can use either
an electronic or a human interface.  An
electronic interface requires a reader,
which creates additional expense. 
Human interfaces require more actions
from the user.  This is especially true for
challenge-response tokens with a manual interface, which require the user to type the
challenge into the smart token and the response into the computer.  This can increase user
dissatisfaction.

2.  Substantial Administration.  Smart tokens, like passwords and memory tokens, require
strong administration.  For tokens that use cryptography, this includes key management. 
(See Chapter 19.)

16.3 I&A Based on Something the User Is

Biometric authentication technologies use the unique characteristics (or attributes) of an
individual to authenticate that person's identity.  These include physiological attributes (such as
fingerprints, hand geometry, or retina patterns) or behavioral attributes (such as voice patterns
and hand-written signatures).  Biometric authentication technologies based upon these attributes
have been developed for computer log-in applications.
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Biometric authentication generally operates in the
following manner:

Before any authentication attempts, a user is
"enrolled" by creating a reference profile (or
template) based on the desired physical attribute. 
The resulting template is associated with the
identity of the user and stored for later use.

When attempting authentication, the user's
biometric attribute is measured.  The previously
stored reference profile of the biometric attribute is
compared with the measured profile of the attribute
taken from the user.  The result of the comparison
is then used to either accept or reject the user.

Biometric authentication is technically
complex and expensive, and user acceptance
can be difficult.  However, advances continue
to be made to make the technology more
reliable, less costly, and more user-friendly.

Biometric systems can provide an increased
level of security for computer systems, but the
technology is still less mature than that of
memory tokens or smart tokens. 
Imperfections in biometric authentication
devices arise from technical difficulties in
measuring and profiling physical attributes as
well as from the somewhat variable nature of
physical attributes.  These may change,
depending on various conditions.  For
example, a person's speech pattern may change under stressful conditions or when suffering from
a sore throat or cold.

Due to their relatively high cost, biometric systems are typically used with other authentication
means in environments requiring high security.

16.4 Implementing I&A Systems

Some of the important implementation issues for I&A systems include administration, maintaining
authentication, and single log-in.  

16.4.1 Administration

Administration of authentication data is a critical element for all types of authentication systems. 
The administrative overhead associated with I&A can be significant.  I&A systems need to create,
distribute, and store authentication data.  For passwords, this includes creating passwords, issuing
them to users, and maintaining a password file.  Token systems involve the creation and
distribution of tokens/PINs and data that tell the computer how to recognize valid tokens/PINs. 
For biometric systems, this includes creating and storing profiles.  

The administrative tasks of creating and distributing authentication data and tokens can be a
substantial.  Identification data has to be kept current by adding new users and deleting former
users.  If the distribution of passwords or tokens is not controlled, system administrators will not
know if they have been given to someone other than the legitimate user.  It is critical that the
distribution system ensure that authentication data is firmly linked with a given individual.  Some
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      Masquerading by system administrators cannot be prevented entirely.  However, controls can be set up so111

that improper actions by the system administrator can be detected in audit records.

      After a user signs on, the computer treats all commands originating from the user's physical device (such as112

a PC or terminal) as being from that user.  

      Single log-in is somewhat of a misnomer.  It is currently not feasible to have one sign-on for every113

computer system a user might wish to access.  The types of single log-in described apply mainly to groups of
systems (e.g., within an organization or a consortium).  
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One method of looking for improperly used
accounts is for the computer to inform users when
they last logged on.  This allows users to check if
someone else used their account.  

of these issues are discussed in Chapter 10 under User Administration. 

In addition, I&A administrative tasks should
address lost or stolen passwords or tokens.  It
is often necessary to monitor systems to look
for stolen or shared accounts.

Authentication data needs to be stored
securely, as discussed with regard to accessing
password files.  The value of authentication data lies in the data's confidentiality, integrity, and
availability.  If confidentiality is compromised, someone may be able to use the information to
masquerade as a legitimate user.  If system administrators can read the authentication file, they
can masquerade as another user.  Many systems use encryption to hide the authentication data
from the system administrators.   If integrity is compromised, authentication data can be added111

or the system can be disrupted.  If availability is compromised, the system cannot authenticate
users, and the users may not be able to work.  

16.4.2 Maintaining Authentication

So far, this chapter has discussed initial authentication only.  It is also possible for someone to use
a legitimate user's account after log-in.   Many computer systems handle this problem by logging112

a user out or locking their display or session after a certain period of inactivity.  However, these
methods can affect productivity and can make the computer less user-friendly.  

16.4.3 Single Log-in

From an efficiency viewpoint, it is desirable for users to authenticate themselves only once and
then to be able to access a wide variety of applications and data available on local and remote
systems, even if those systems require users to authenticate themselves.  This is known as single
log-in.   If the access is within the same host computer, then the use of a modern access control113

system (such as an access control list) should allow for a single log-in.  If the access is across
multiple platforms, then the issue is more complicated, as discussed below.  There are three main
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Kerberos and SPX are examples of network
authentication server protocols.  They both use
cryptography to authenticate users to computers on
networks.

techniques that can provide single log-in across multiple computers: host-to-host authentication,
authentication servers, and user-to-host authentication.

Host-to-Host Authentication.  Under a host-to-host authentication approach, users authenticate
themselves once to a host computer.  That computer then authenticates itself to other computers
and vouches for the specific user.  Host-to-host authentication can be done by passing an
identification, a password, or by a challenge-response mechanism or other one-time password
scheme.  Under this approach, it is necessary for the computers to recognize each other and to
trust each other.

Authentication Servers.  When using
authentication server, the users authenticate
themselves to a special host computer (the
authentication server).  This computer then
authenticates the user to other host computers
the user wants to access.  Under this
approach, it is necessary for the computers to
trust the authentication server.  (The authentication server need not be a separate computer,
although in some environments this may be a cost-effective way to increase the security of the
server.)  Authentication servers can be distributed geographically or logically, as needed, to
reduce workload.

User-to-Host.  A user-to-host authentication approach requires the user to log-in to each host
computer.  However, a smart token (such as a smart card) can contain all authentication data and
perform that service for the user.  To users, it looks as though they were only authenticated once.  

16.5 Interdependencies

There are many interdependencies among I&A and other controls.  Several of them have been
discussed in the chapter.

Logical Access Controls.  Access controls are needed to protect the authentication database. 
I&A is often the basis for access controls.  Dial-back modems and firewalls, discussed in Chapter
17, can help prevent hackers from trying to log-in.

Audit.  I&A is necessary if an audit log is going to be used for individual accountability.

Cryptography.  Cryptography provides two basic services to I&A: it protects the confidentiality
of authentication data, and it provides protocols for proving knowledge and/or possession of a
token without having to transmit data that could be replayed to gain access to a computer system. 
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16.6 Cost Considerations

In general, passwords are the least expensive authentication technique and generally the least
secure.  They are already embedded in many systems.  Memory tokens are less expensive than
smart tokens, but have less functionality.  Smart tokens with a human interface do not require
readers, but are more inconvenient to use.  Biometrics tend to be the most expensive.

For I&A systems, the cost of administration is often underestimated.  Just because a system
comes with a password system does not mean that using it is free.  For example, there is
significant overhead to administering the I&A system.  
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      The term computer resources includes information as well as system resources, such as programs,114

subroutines, and hardware (e.g., modems, communications lines).

      Users need not be actual human users.  They could include, for example, a program or another computer115

requesting use of a system resource.  
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Logical access controls provide a technical means
of controlling what information users can utilize,
the programs they can run, and the modifications
they can make. 

The term access is often confused with
authorization and authentication.  

Access is the ability to do something with a
computer resource.  This usually refers to a
technical ability (e.g., read, create, modify, or
delete a file, execute a program, or use an external
connection).

Authorization is the permission to use a computer
resource.  Permission is granted, directly or
indirectly, by the application or system owner.

Authentication is proving (to some reasonable
degree) that users are who they claim to be.  

Chapter 17

LOGICAL ACCESS CONTROL

On many multiuser systems, requirements for
using (and prohibitions against the use of)
various computer resources  vary114

considerably.  Typically, for example, some
information must be accessible to all users,115

some may be needed by several groups or
departments, and some should be accessed by
only a few individuals.  While it is obvious that users must have access to the information they
need to do their jobs, it may also be required to deny access to non-job-related information.  It
may also be important to control the kind of access that is afforded (e.g., the ability for the
average user to execute, but not change, system programs).  These types of access restrictions
enforce policy and help ensure that unauthorized actions are not taken.  

Access is the ability to do something with a
computer resource (e.g., use, change, or
view).  Access control is the means by which
the ability is explicitly enabled or restricted in
some way (usually through physical and
system-based controls).  Computer-based
access controls are called logical access
controls.  Logical access controls can
prescribe not only who or what (e.g., in the
case of a process) is to have access to a
specific system resource but also the type of
access that is permitted.  These controls may
be built into the operating system, may be
incorporated into applications programs or
major utilities (e.g., database management
systems or communications systems), or may
be implemented through add-on security packages.  Logical access controls may be implemented
internally to the computer system being protected or may be implemented in external devices.
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Controlling access is normally thought of as
applying to human users (e.g., will technical access
be provided for user JSMITH to the file
"payroll.dat") but access can be provided to other
computer systems.  Also, access controls are often
incorrectly thought of as only applying to files. 
However, they also protect other system resources
such as the ability to place an outgoing long-
distance phone call though a system modem (as
well as, perhaps, the information that can be sent
over such a call).  Access controls can also apply
to specific functions within an application and to
specific fields of a file.

When determining what kind of technical access to
allow to specific data, programs, devices, and
resources, it is important to consider who will have
access and what kind of access they will be
allowed.  It may be desirable for everyone in the
organization to have access to some information on
the system, such as the data displayed on an
organization's daily calendar of nonconfidential
meetings.  The program that formats and displays
the calendar, however, might be modifiable by
only a very few system administrators, while the
operating system controlling that program might be
directly accessible by still fewer.

Logical access controls can help protect: 

operating systems and other
system software from
unauthorized modification or
manipulation (and thereby help
ensure the system's integrity
and availability);

the integrity and availability of
information by restricting the
number of users and processes
with access; and

confidential information from
being disclosed to unauthorized individuals.

This chapter first discusses basic criteria that can be used to decide whether a particular user
should be granted access to a particular system resource.  It then reviews the use of these criteria
by those who set policy (usually system-specific policy), commonly used technical mechanisms
for implementing logical access control, and issues related to administration of access controls.  

17.1 Access Criteria

In deciding whether to permit someone to use
a system resource logical access controls
examine whether the user is authorized for
the type of access requested.  (Note that this
inquiry is usually distinct from the question of
whether the user is authorized to use the
system at all, which is usually addressed in an
identification and authentication process.)

The system uses various criteria to determine
if a request for access will be granted.  They
are typically used in some combination.  Many
of the advantages and complexities involved in implementing and managing access control are
related to the different kinds of user accesses supported.  
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Many systems already support a small number of
special-purpose roles, such as System
Administrator or Operator.  For example, an
individual who is logged on in the role of a System
Administrator can perform operations that would
be denied to the same individual acting in the role
of an ordinary user.  

Recently, the use of roles has been expanded
beyond system tasks to application-oriented
activities.  For example, a user in a company could
have an Order Taking role, and would be able to
collect and enter customer billing information,
check on availability of particular items, request
shipment of items, and issue invoices.  In addition,
there could be an Accounts Receivable role, which
would receive payments and credit them to
particular invoices.  A Shipping role, could then be
responsible for shipping products and updating the
inventory.  To provide additional security,
constraints could be imposed so a single user
would never be simultaneously authorized to
assume all three roles.  Constraints of this kind are
sometimes referred to as separation of duty
constraints.

17.1.1 Identity

It is probably fair to say that the majority of access controls are based upon the identity of the user
(either human or process), which is usually obtained through identification and authentication
(I&A).  (See Chapter 16.)  The identity is usually unique, to support individual accountability, but
can be a group identification or can even be anonymous.  For example, public information
dissemination systems may serve a large group called "researchers" in which the individual
researchers are not known.

17.1.2 Roles 

Access to information may also be controlled
by the job assignment or function (i.e., the
role) of the user who is seeking access. 
Examples of roles include data entry clerk,
purchase officer, project leader, programmer,
and technical editor.  Access rights are
grouped by role name, and the use of
resources is restricted to individuals
authorized to assume the associated role.  An
individual may be authorized for more than
one role, but may be required to act in only a
single role at a time.  Changing roles may
require logging out and then in again, or
entering a role-changing command.  Note that
use of roles is not the same as shared-use
accounts.  An individual may be assigned a
standard set of rights of a shipping department
data entry clerk, for example, but the account
would still be tied to that individual's identity
to allow for auditing.  (See Chapter 18.)

The use of roles can be a very effective way of
providing access control.  The process of
defining roles should be based on a thorough analysis of how an organization operates and should
include input from a wide spectrum of users in an organization.  

17.1.3 Location

Access to particular system resources may also be based upon physical or logical location.  For
example, in a prison, all users in areas to which prisoners are physically permitted may be limited
to read-only access.  Changing or deleting is limited to areas to which prisoners are denied
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physical access.  The same authorized users (e.g., prison guards) would operate under
significantly different logical access controls, depending upon their physical location.  Similarly,
users can be restricted based upon network addresses (e.g., users from sites within a given
organization may be permitted greater access than those from outside).

17.1.4 Time

Time-of-day or day-of-week restrictions are common limitations on access.  For example, use of
confidential personnel files may be allowed only during normal working hours  and maybe denied
before 8:00 a.m. and after 6:00 p.m. and all day during weekends and holidays. 

17.1.5 Transaction

Another approach to access control can be used by organizations handling transactions (e.g.,
account inquiries).  Phone calls may first be answered by a computer that requests that callers key
in their account number and perhaps a PIN.   Some routine transactions can then be made directly,
but more complex ones may require human intervention.  In such cases, the computer, which
already knows the account number, can grant a clerk, for example, access to a particular account
for the duration of the transaction.  When completed, the access authorization is terminated. 
This means that users have no choice in which accounts they have access to, and can reduce the
potential for mischief.  It also eliminates employee browsing of accounts (e.g., those of celebrities
or their neighbors) and can thereby heighten privacy.

17.1.6 Service Constraints

Service constraints refer to those restrictions that depend upon the parameters that may arise
during use of the application or that are preestablished by the resource owner/manager.  For
example, a particular software package may only be licensed by the organization for five users at a
time.  Access would be denied for a sixth user, even if the user were otherwise authorized to use
the application.  Another type of service constraint is based upon application content or numerical
thresholds.  For example, an ATM machine may restrict transfers of money between accounts to
certain dollar limits or may limit maximum ATM withdrawals to $500 per day.  Access may also
be selectively permitted based on the type of service requested.  For example, users of computers
on a network may be permitted to exchange electronic mail but may not be allowed to log in to
each others' computers.

17.1.7 Common Access Modes

In addition to considering criteria for when access should occur, it is also necessary to consider
the types of access, or access modes.  The concept of access modes is fundamental to access
control.  Common access modes, which can be used in both operating or application systems,


